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BFR-GE (1): SUMMARY 

Our approach utilizes the Microscopic Image Analyzer (MIA) software for image segmentation [1]. MIA is 

custom written software application allowing image labeling, neural network training, model predictions 

and post-processing. 

 

BFR-GE (1): PREPROCESSING 

All training input images were normalized to the range of [-1, 1]. 

 

BFR-GE (1): SEGMENTATION 

For each dataset, a DeepLabv3+ [3] with Xception [4] backbone model was trained with MIA. All models 

were trained with 512 × 512 image patches that are randomly sampled from the training images. The 

Adam optimizer [2] with an initial learning rate of 0.0005, halved every 50 epochs, was used to optimize 

the cross entropy cost function. The same augmentation strategy was used for all trainings using image 

flipping, rotation, up to 10 % shearing, 90-110 % scaling and a 15 % probability of image blurring, 

piecewise affine image transformation or image dropout. The CTC labels were converted to MIA 

compatible labels. Since MIA counts touching objects as one, touching objects were separated by 

introducing a zero-valued boundary between them. Pixels between objects were weighted with a 

maximum weighting of wmax and a border distance parameter of dborder (as calculated in [5]). 

 

For Fluo-N2DH-SIM+, our model was trained from scratch with a batch size of 16 for 500 epochs using 

the provided ground-truth reference segmentation annotations. The target cell class was weighted with 

0.6 and background with 0.4.  For Fluo-N2DL-HeLa, our model with pre-trained weights was trained with 

a batch size of 16 for 300 epochs using manually curated silver-truth reference segmentation 

annotations and the class weighting of 0.9 to 0.1.  
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All model predictions were done with test time augmentation, meaning that the input image was flipped 

and rotated by +-90 degree to generate a total of six input images. The model predictions of these 

transformed images were averaged to the final prediction. 

 

BFR-GE (1): POST-PROCESSING 

Post-processing was either omitted or the detected objects were split based on watershed transform 

using the predicted probabilities with a minimum object distance dmin. Upon conversion to the CTC 

labels, the detected objects were extended to neighboring objects to revert the zero-valued boundary. 
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